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Abstract

Designing, Optimizing, and Sustaining Heterogeneous ChipMultiprocessors to

Systematically Exploit Dark Silicon

by

Jason M. Allred, Master of Science

Utah State University, 2013

Major Professor: Dr. Sanghamitra Roy
Department: Electrical and Computer Engineering

Stalled supply voltage scaling in continued transistor miniaturization has resulted in

the emergence ofdark silicon|the portion of a chip that must remain inactive due to power

budget constraints. For Chip Multiprocessors (CMPs), this means that only a portion of on-

chip cores may actively execute at any given time. While darksilicon threatens to degrade

multicore scaling performance bene�ts, heterogeneous CMPs are poised to signi�cantly

improve energy e�ciency, and thus performance, by exploiting growing levels of dark silicon.

This work provides systematic methods to design, optimize,and sustain Dark Silicon-

Aware (DSA) multicore systems to exploit growing dark silicon levels. For simple heteroge-

neous designs, DSA systems can be optimized to potentially provide 11{54% improvement

in energy e�ciency. More complex heterogeneous designs canbe optimized to provide

5.7{5.8x potential energy e�ciency improvement. Di�erentially-re liable DSA systems can

be sustained in spite of aging to provide14.4{16.3% lifetime energy e�ciency bene�ts,

and even originally homogeneous systems can manipulate aging with dark silicon to create

di�erential reliability and sustain a 26.1{31.0% improvement in energy e�ciency.

(88 pages)
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Public Abstract

Designing, Optimizing, and Sustaining Heterogeneous ChipMultiprocessors to

Systematically Exploit Dark Silicon

by

Jason M. Allred, Master of Science

Utah State University, 2013

Major Professor: Dr. Sanghamitra Roy
Department: Electrical and Computer Engineering

Over the past several decades, microprocessor chip manufacturers have been able to

continuously shrink the size of internal components for improvements in processing speed,

computational ability, and power e�ciency. Recently, howe ver, several factors have begun

to cause an increase in power and thermal density. This increase is expected to continue,

unfortunately resulting in dark silicon|a term used to describe the portion of a chip that

must remain inactive because of power and thermal limitations. This work presents several

methods that allow the chip to take advantage of dark siliconto improve its power e�ciency

and performance.
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Chapter 1

Introduction

Microprocessor performance increases each technology generation as the result of con-

tinued transistor miniaturization. Over the past several years, such transistor scaling has

resulted in multicore microprocessors capable of executing several software threads simul-

taneously. However, scaling projections indicate that power density will increase exponen-

tially, substantially limiting the portion of on-chip core s that can simultaneously execute.

This inactive chip portion|referred to as dark silicon|threatens to degrade the ben-

e�ts that traditionally accompany transistor scaling. Int riguingly, this work shows that

heterogeneous microprocessors can actually exploit growing dark silicon levels by increasing

the availability of specialized, power e�cient hardware, a llowing the system to regain much

of the lost bene�ts.

1.1 What Is Dark Silicon?

Dark silicon is the fraction of a chip that must be powered down. Traditionally, ideal

transistor scaling has resulted in fairly constant power density as the increase in transistor

count is balanced by improved energy e�ciency. However, certain emerging trends exponen-

tially increase power density in integrated circuits, causing thermal-induced power budgets

to become increasingly more restrictive. These restrictive power budgets limit the number

of transistors that can simultaneously switch at full frequency. ITRS and Borkar scaling

projections imply that power-restricted dark silicon levels may reach 75-85% by 8nm, rel-

ative to 45nm levels. (See Fig. 1.1. These projections and their implications are further

discussed in Sec. 3.1.)

Currently, large areas within a single processing core already experience signi�cantly

low switching rates. Therefore, for Chip Multiprocessors (CMPs) with many on-chip inte-
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Fig. 1.1: Projected relative core-level dark silicon levels for future technology nodes based
on current scaling projections.

grated cores, this power restriction translates to the core-level, meaning that only a portion

of on-chip cores may simultaneously execute at full frequency. A lack of su�cient soft-

ware parallelism and limited o�-chip bandwidth are also expected to further contribute to

core-level dark silicon.

1.2 How Can Dark Silicon Be Exploited?

If an n-core system can actively power onlym cores (m < n ), then it at �rst appears

as if the additional n � m cores are useless. However, techniques such as BubbleWrap [1]

and Computation Migration [2] show that there are thermal, r eliability, power, and even

performance bene�ts that result in spatially altering the a ctive set of cores over time.

The true bene�t of dark silicon, however, comes with heterogeneity. Specializing cores

for di�erent types of software applications allows a systemto dynamically select an active

set of cores that is specialized for the given software workload. Such hardware specialization

provides substantial energy e�ciency improvements over traditional general purpose pro-

cessing core designs. Multicore systems that are speci�cally designed to exploit dark silicon
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with heterogeneity are referred to in this work as Dark Silicon-Aware (DSA) systems.

Since the research in this work began, a handful of other works have been published that

corroborate the idea of exploiting dark silicon with specialized hardware [3{6]. However,

very little research has been done on systems that actually employ this principle. This work

seeks not only to detail DSA system design, but also how such designs can be optimized

for speci�c levels of dark silicon and how the energy e�ciency bene�ts of these systems can

be sustained throughout the lifetime of the chip. This three-fold approach of designing,

optimizing, and sustaining Dark Silicon-Aware systems provides an encompassing view of

how the potential of dark silicon exploitation can be realized.

1.3 Contributions

This work makes several speci�c contributions. It demonstrates the need for multicore

systems to be designed for speci�c levels of dark silicon andproposes a new metric for

measuring dark silicon exploitation. Using this metric, a stochastic optimization algorithm

is presented for e�cient Dark Silicon-Aware multicore design. This work further analyzes

the di�culty of sustaining the energy e�ciency bene�ts of lo w power, heterogeneous designs

in the face of long-term lifetime component aging. To solve this problem, a DSA feedback

control-based thread-to-core mapping framework is designed to control multicore aging.

Within this framework, three new mapping algorithms are delineated and considered.

These contributions are evaluated with four types of DSA multicore design techniques.

The corresponding experiments use cross-layer methodologies that employ physical design

ow consisting of SPICE-level process variation and aging analysis, circuit-level statistical

timing analysis, and synthesized component-level power consumption measurements. These

are coupled with full system architectural simulations to accurately provide the experimental

results that validate this work.

Portions of this work have been previously published or havebeen accepted for publi-

cation in an upcoming conference or journal. These works areas follows:
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� Published: Designing for Dark Silicon: A Methodological Perspective on Energy Ef-

�cient Systems. The Proceedings of the 2012 ACM International Symposium of Low

Power Electronic Devices [7],

� Accepted for publication: Dark Silicon Aware Multicore Systems: Employing De-

sign Automation with Architectural Insight. IEEE Transactions on Very Large Scale

Integration (VLSI) Systems, 2013 [8],

� Accepted for publication: Long Term Sustainability of Di�e rentially Reliable Systems

in the Dark Silicon Era. The Proceedings of the 2013 IEEE International Conference

on Computer Design [9].

1.4 Thesis Overview

Chapter 2 reviews necessary background information and related recent research. The

subsequent three chapters present the main body of thesis research which is organized into

the design (Chapter 3), optimization (Chapter 4), and sustention (Chapter 5) of Dark

Silicon-Aware multicore systems. Four types of DSA systemsare analyzed. Chapter 6

details the methodology of these four analytical experiments, and Chapter 7 provides the

experimental results of each. Finally, Chapter 8 concludes.
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Chapter 2

Background and Related Works

This chapter provides necessary background information onthe emergence of dark

silicon, as well as a review of related works.

2.1 The Emergence of Dark Silicon

The growing threat of dark silicon has been researched by recent studies that provide

evidence of dark silicon from varying viewpoints.

2.1.1 The Utilization Wall

Several researchers have coined the termutilization wall to describe the technology-

imposed limitation of transistor switching. Goulding-Hot ta et al. provide an in depth

discussion of the causes and magnitude of this utilization wall [4]. Their experiments validate

the scaling theory calculations that the active portion of a chip drops exponentially by 2�

each generation.

Venkateshet al. also discuss the utilization wall and claim that the inabili ty to dissipate

su�cient heat limits the percentage of full-switching tran sistors to 3.5% at 32nm [10]. This

number is so low because it evaluates dark silicon at the transistor-level, not the core-level,

and a large portion of current processing cores already remains inactive. Throughout this

work, the term dark silicon implies the core-level interpretation, indicating the portion of

on-chip cores that must remain inactive.

2.1.2 Extending Pareto Frontiers

Substantial research on the emergence of dark silicon was recently done by Esmaeilzadeh

et al. [11]. Their work develops complex comprehensive models that combine empirical data,
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scaling projections, and application behavior to extend Pareto frontiers. These Pareto fron-

tiers represent the empirical limit of the tradeo� curve bet ween power, performance, and

area. Their models indicate the optimal number of operatingcores over the next several

technology generations. The results show a signi�cant gap between this number and the

actual number of expected cores resulting from multicore scaling. This gap represents a

core-level dark silicon portion of 21% at 22nm and more than 50% at 8nm. Another impor-

tant �nding in their work is that the lack of su�cient softwar e parallelism can also add to

dark silicon as future commodity microprocessors may neverneed thousands of active cores

for standard software workloads.

2.1.3 Emerging Empirical Evidence in Industry

There is also growing evidence of the a�ects of dark silicon in current commodity

microprocessors [4, 10]. Dark silicon is cleverly being hidby industry using three design

techniques.

� Since 2005, the frequency curve has begun to atten. While transistor switching

speeds continue to increase exponentially, processor frequencies have not. Dark silicon

is being thus hid by extending dim silicon (under-clocked cores).

� Intel and AMD are promoting new turbo boost features. This allows maximum oper-

ating frequency only if other cores are inactive.

� More chip area is being dedicated to cache and other low-switching components.

2.1.4 Addressing a Refutation of Dark Silicon

One recent study claims that dark silicon is sub-optimal and avoidable [12]. In it,

researchers correctly deduce that overall chip throughputis improved by operating all cores

at a sub-nominal frequency rather that operating only a portion of cores at full frequency.

However, this approach is most desirable in server chips that have an large number of

simultaneous jobs to perform, trading response time for throughput.
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Contrarily, commodity software workloads are often better served with improved single-

thread performance. Limited parallelism means that they receive little bene�t in having

thousands of available cores. In addition, this approach only spreads out dark silicon as

dim silicon [13]. A system designed for dark silicon levels,such as those proposed in this

thesis, can always decrease the frequency of active cores topower on additional cores when

desired, achieving a similar bene�t. Without dark silicon, however, the system degrades

single-thread performance and bypasses the potential bene�t of heterogeneity.

2.2 Related Works on Exploiting Dark Silicon

If the CMP consists of a heterogeneous core composition, thesystem can exploit dark

silicon to adapt to speci�c software workloads and provide superior energy e�ciency through

hardware specialization [14]. This section outlines several recent works that discuss or

employ this concept.

2.2.1 Hardware Accelerators in Servers

One of the �rst works to discuss the exploitation of dark silicon with specialization was

published by Hardavalleset al. [5]. In addition to power constraints, they mention limited

o�-chip bandwidth as a signi�cant cause of dark silicon in fu ture server CMPs. Their

suggestion is to populate the die area of server CMPs with a larger number of diverse,

application-speci�c heterogeneous cores. These specialized CMPs achieve superior energy

e�ciency by dynamically powering only a portion of on-chip c ores at a time. The system

chooses a set of active cores that is speci�cally designed for the given workload.

2.2.2 Coprocessor Dominated Architectures

Taylor discusses several responses to dark silicon, one of which is specialized hard-

ware [13]. Specialized hardware is signi�cantly more powere�cient than general purpose

processing cores. In his work, Taylor discusses how dark silicon causes area to be an increas-

ingly cheaper resource as power becomes more expensive. Specialized hardware mitigates

this a�ect by trading area for energy e�ciency.
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As a speci�c example, Taylor mentions Coprocessor Dominated Architectures (CoDAs).

These architectures consist of general purpose processingcores that are paired with more

smaller, more e�cient specialized cores. Depending on the software workload, execution

may shift between the general purpose core and the specialized cores for more increased

e�ciency. An example CoDA is the GreenDroid, discussed next.

2.2.3 GreenDroid

The GreenDroid architecture is a state-of-the-art mobile multicore architecture de-

signed speci�cally to exploit dark silicon [4]. The GreenDroid architecture consisted of 16

non-identical tiles. Each tile has a general purpose CPU andvarious conservation-cores (see

Sec. 3.5.2).

The computation ow transfers between these specialized cores and the general purpose

CPU, meaning that only one core in the tile is active at once. This allows all of the cores on

a tile to share L1 cache. Their exploitation of dark silicon achieves up to 11� improvement

in energy e�ciency. They have successfully emulated their design and are in the process of

prototyping a GreenDroid chip at 32nm.

2.2.4 QsCores

Venkatesh et al. recently proposed Quasi-speci�c Cores or QsCores as a method of

trading dark silicon for energy e�ciency [15]. The QsCore design methodology is based

on the fact that similar code patterns exist between software applications. Similar code

patterns are mined to create smaller, more specialized QsCores that accompany a general

purpose CPU. Their design is very similar to the GreenDroid architecture and achieves

13:5� improvement in energy e�ciency.
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Chapter 3

Designing HtCMPs to Exploit Dark Silicon with

Specialization

Dark silicon|the portion of a chip that must remain powered d own due to restrictive

power constraints|threatens to degrade the traditional be ne�ts of transistor scaling. How-

ever, as shown, several recent studies have suggested that CMPs with specialized hardware

may be a natural response to emerging dark silicon levels because of their increased ability

to provide energy e�cient computation.

Signi�cant research is yet to be done on implementing this concept, especially at the

core level. This section explains how power e�cient heterogeneous chip multiprocessors are

ideal candidates for creating Dark Silicon-Aware (DSA) multicore systems and presents the

details of four DSA designs that are utilized later in this work.

3.1 The E�ect of Dark Silicon on Heterogeneous Chip Multipro cessors

In order to create a Dark Silicon-Aware system, it is �rst necessary to determine the

speci�c dark silicon constraint. Relative dark silicon levels can be projected by determining

the relative power density increase associated with scaling theory.

3.1.1 Projections using Scaling Theory

Technology scaling has been the major driver in producing faster chips in the past

three decades. Ideal transistor scaling results in constant power density. Dynamic power

consumption (3.1) is proportional to the average switchingactivity ( � ), the total number

of transistors (n), the average gate load capacitance (C), the switching frequency (f ), and

the square of the supply voltage (V ). For a constant chip area, these variables are scaled

by a scaling factor (s), which is traditionally idealized as 1p
2

� 0:7. The ideal scaling e�ect
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on these variables (3.2){(3.6) results in a scaled dynamic power consumption equal to the

original (3.7).

PDY N = �nCfV 2 (3.1)

� 0 = � (3.2)

n0 =
n
s2 (3.3)

C0 = sC (3.4)

f 0 =
f
s

(3.5)

V 0 = sV (3.6)

P0
DY N = � 0n0C0f 0(V 0)2 = ( � )(

n
s2 )(sC)(

f
s

)(sV)2 = �nCfV 2 = PDY N (3.7)

In recent years, however, transistor scaling has strayed from the ideal as voltage levels

have failed to scale ideally, owing to reliability and leakage concerns [16, 17]. Threshold

leakage is mitigated by maintaining a higher threshold voltage, and as a result, a higher

supply voltage. As supply voltage has a quadratic e�ect on dynamic power consumption,

this trend will continue to dramatically increase chip power density going forward.

The ITRS scaling projections imply that power density will i ncrease 4X by 8nm [18].

More conservative scaling projections [11] based on Borkar's research [19] indicate a 7X

increase in the power density by the same technology node. This increase in chip power
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density forces current and future designs to be power limited. Such limitation is the key

factor in creating dark silicon.

3.1.2 Translating a Power Density Increase into Dark Silico n

The percentage of dark silicon in a chip is projected to increase with every forthcoming

technology generation speci�cally because of these scaling issues. Insu�cient progress in

a�ordable cooling capabilities limits microprocessor power budgets. Other power limiting

factors include �nite energy storage in mobile devices and global e�orts to reduce energy

consumption. With rising power density ( power
area ), the area allowed to consume power must

decrease to keep the chip within a fairly constant power budget.

Assuming such a relationship, scaling projections indicate that the percentage of dark

silicon may reach 75{85% by 8nm. This expected relative darksilicon increase based on

these scaling projections was previously shown in Fig. 1.1.For chip multiprocessors with

multiple integrated on-chip processing cores, the level ofdark silicon directly correlates with

the fraction of on-chip cores that must remain inactive.

3.2 The Magni�ed Bene�t of Specialization with Dark Silicon

A multicore system with dark silicon can be modeled as a set ofactive coresA and

a set of inactive coresI . A system with n total on-chip cores will have jAj = (1 �  ) � n

active cores andjIj =  � n inactive cores, where is the portion of dark silicon. For any

given software workload, the system can choose at most anyjAj out of n cores to execute

the workload, while the other jI j cores remain power-gated or in a low-power sleep mode.

The key to exploiting dark silicon is to view the inactive coresI as extra resources, any

of which can be swapped with a core from the active set. This alters the con�guration of the

current operating mode. For homogeneous multicore systems, the e�ciency of the system is

una�ected by the choice of which cores populate the active set A , except for spacial bene�ts

such as temperature dispersion. If alln cores are identical, then every possible active set

A is identical. However, heterogeneous multicore chips withspecialized processing cores
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provide a variety of possible active sets. This increases the exibility of the system to map

software threads onto appropriately specialized hardwarecores.

3.2.1 Improved Hardware-to-Software Mapping

The exibility of choosing which cores to activate increases the ability of the system

to map the current set of software threads onto a more appropriate set of cores. Without

dark silicon, heterogeneous multicore designs are at a serious disadvantage. Depending on

the workload, a thread is more likely to be forced to execute on a processing core that

is suboptimal for that type of thread. These suboptimal software-to-hardware mappings

result in a penalty of a decrease in overall system energy e�ciency.

This observation considers the scenario that every core is capable of executing any

thread, incurring e�ciency penalties when mismatched mapping occurs. For systems in

which specialized cores may only execute a subset of all threads, there are similar e�ciency

penalties as threads must wait for suitable cores to become available. However, any such

penalties are reduced and eventually eliminated as dark silicon levels increase. Without loss

of generality, the following simpli�ed example illustrate s this concept.

3.2.2 The Penalty of Mismatched Mapping

Consider this simpli�ed example. Assume that the spectrum of software threads is

divided into two types, Thread Type-A and Thread Type-B, such that every thread is cate-

gorized into one of these two types according to one or more attributes (e.g. CPU intensive

versus memory intensive threads). Assume further that due to these attributes, each type of

thread is more e�ciently executed on a certain corresponding type of specialized processing

core, Core Type-A and Core Type-B, each of which are respectively designed speci�cally for

one of these two types of threads. Now, consider a 16-core Heterogeneous Chip Multipro-

cessor (HtCMP) with 8 cores of Type-A and 8 cores of Type-B. This specialization provides

an increase in e�ciency for workloads that mirror the hardwa re con�guration (Fig. 3.1(a)).

Without dark silicon, however, such a heterogeneous CMP incurs e�ciency penalties in

scenarios when there are not enough cores of a certain type tooptimally execute the current



13

workload. For example, the OS may simultaneously schedule 16 threads of Type-A, forcing

half of these threads to be mapped to Type-B cores and su�er sub-optimal thread-to-core

mappings, executing less e�ciently (Fig. 3.1(b)). Without dark silicon, the bene�ts of

specialization are reduced by the penalties of suboptimal thread-to-core mapping.

3.2.3 Decreasing Penalties with Growing Dark Silicon

Now consider the same example but with dark silicon. Assume that power budget

constraints limit the number of active cores to 8, i.e. 50% dark silicon. The 16-core HtCMP

with 8 cores of Type-A and 8 cores of Type-B will never incur these penalties. This is because

no matter what workload the OS schedules, the system will always be able to choose a set

of active cores such that each thread executes on its optimalchoice of hardware. This is

true whether the OS schedules 8 threads of Type-A (Fig. 3.2(a)) or 8 threads of Type-B

(Fig. 3.2(b)) or any combination of the two (Fig. 3.2(c)).

As dark silicon increases, the number of suboptimal thread-to-core mappings decreases,

justifying higher degrees and a wider diversity of hardwarespecialization. This concept may

be generalized to anyn-core heterogeneous CMP withm types of specialized processing

cores (1 < m � n). Dark silicon increases the e�ciency of a heterogeneous system and

justi�es larger degrees of variation between cores.

3.3 Proposed Dark Silicon Aware Designs

In this work, four proposed types Dark Silicon-Aware (DSA) designs are analyzed

(Type-I, Type-II, Type-III, and Type-IV). These DSA system s vary in their mode of het-

erogeneity. Type-I and Type-II systems are designed with heterogeneous core-level energy

e�ciency while Type-III and Type-IV systems are designed with heterogeneous computa-

tional reliability. The following four sections describe how these DSA systems are designed.

3.4 DSA Systems with Heterogeneous VF Domains (Type-I)

Processing cores are signi�cantly more power e�cient when operating in sub-nominal

Voltage-Frequency (VF) domains. As the frequency is scaleddown, the supply voltage can
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also be decreased without sacri�cing timing requirements. Dynamic power consumption

is linearly proportional to frequency and quadratically proportional to the supply voltage.

A lower operating frequency severely degrades the performance of CPU-intensive threads.

However, memory-intensive threads with lower IPCs do not experience as signi�cant per-

formance degradation with lower operating frequencies. This diversity allows us to achieve

substantial energy e�ciency improvements by allowing low-IPC and memory-bound threads

to operate in sub-nominal VF domains.

3.4.1 Temporally Coarse-Grained DVFS Scaling

Dynamic Voltage-Frequency Scaling (DVFS) adjusts the VF domain of on-chip pro-

cessing cores. Its dynamic nature allows it to adapt for current workload characteristics to

provide ideal energy e�ciency. However, altering the VF domain of a core incurs power

and performance overheads. In addition, process variationresults in some cores being more

e�cient at certain VF domains than others [20]. Thus, tempor ally coarse-grained DVFS

scaling is a common approach to minimize the occurrence of these overhead costs. Rather

than adjusting the VF domain of a speci�c core, the thread can be migrated to a core that

already operates in the desired VF domain. This allows coresto remain in their current VF

domain for larger periods of time, acting as a heterogeneoussystem. However, dark silicon

is best exploited by true heterogeneity, such as the following design technique.

3.4.2 Topologically Homogeneous Power-Performance Heter ogeneous Systems

The recently proposed Topologically Homogeneous Power-Performance Heterogeneous

(THPH) multicore system [21] improves on this concept. A THPH system is composed

of architecturally identical cores designed to be power-performance optimal for di�erent

voltage-frequency (VF) domains. Such ground-up design approach has been shown to o�er

better energy e�ciency than the DVFS technique as lower frequency cores can use less leaky

device saving substantial static power, as well as reduce the gate sizes to save dynamic power.

The drawback of THPH design is that the low frequency cores are stuck at the lower

frequencies and cannot increase them further. This resultsin serious performance penal-
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ties for workloads that consist entirely of CPU-intensive software threads. However, these

penalties are reduced with dark silicon, as discussed in Sec. 3.2, making the THPH system

design ideal for designing Dark Silicon-Aware multicore systems.

3.4.3 Speci�cs of Type-I DSA Design

Using a combination of temporally coarse-grained DVFS Scaling and THPH system de-

sign, a Dark Silicon-Aware (DSA) system can be designed withvarying design-time voltage-

frequency domains. The CMP is divided into core clusters, designed from the ground up

to meet timing requirements within varying VF domains. Thre ads are mapped to the core

cluster that is most e�cient for its characteristics.

When the ideal core cluster is unavailable, the thread must either be mapped to a core

cluster with a higher-than-ideal VF domain, consuming more energy than required even

though the VF domain is appropriately scaled down, or be mapped to a core cluster with a

lower-than-ideal VF domain, experiencing the increased execution delay resultant from the

lower operating frequency.

DVFS and Power Control

Type-I DSA systems employ the style of DVFS power control system presented by Wang

et al. [22] and Yan et al. [23]. These systems use feedback control theory to determine the

VF domains of individual cores based on their current performance and power consumption

levels. The goal of these control systems is to maximize chip-level performance while staying

withing chip-level power and thermal budgets.

An Example Type-I System

Figure 3.3 explains the operation of such a DSA multicore system. A 16-core multicore

system that must maintain a dark silicon level of 50% (i.e. at most 8 active cores at any

time) is shown as an example. The system has 8 cores designed to operate optimally at the

nominal frequency (f ), 4 cores designed optimally at 50% of the nominal frequency( f
2 ), and
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4 cores designed at 25% of the nominal frequency (f
4 ). This is in contrast to a conventional

system that has all 16 cores designed for the nominal frequency (f ).

The 8 active threads are allowed to choose any 8 of the 16 coresto optimize energy

e�ciency. Figure 3.3 shows three of the many possible scenarios: all threads can be exe-

cuted at the nominal frequency (Fig. 3.3(a)), at half frequency (Fig. 3.3(b)), or at quarter

frequency (Fig. 3.3(c)). If not enough of the lower-frequency cores are available, as in

scenarios 3.3(b) and 3.3(c), the higher performance cores can be DVFS scaled to the ap-

propriate level. However, the cores that are designed for sub-nominal frequencies provide

signi�cant power bene�ts as compared to DVFS scaling on a high frequency core.

As shown in Sec. 3.2.3, the penalties of these sub-optimal mappings decrease as dark

silicon levels rise. In order to exploit dark silicon to its fullest, however, the max VF domains

of the core clusters must be optimally designed for the speci�c levels of dark silicon. Chapter

4 details this optimization process. The energy e�ciency results of optimized Type-I DSA

systems are provided later in Sec. 7.1.

3.5 DSA Systems with Heterogeneous Core Microarchitecture s (Type-II)

A larger bene�t of specialization comes from variable circuit topology. Historically,

designing cores with varying microarchitectures has been asigni�cant engineering challenge.

Further, CMPs have traditionally had su�cient power budget s to actively execute all on-chip

cores simultaneously, making a general-purpose homogeneous design more e�cient across all

workload types. However, emerging techniques are simplifying the heterogeneous core design

process. These techniques, coupled with rising dark silicon levels, make heterogeneous core

microarchitectures both feasible and extremely desirable.

3.5.1 FabScalar

Choudhary et al. recently developed the FabScalar system design toolset which allows

one to quickly design and verify single-ISA CMPs consistingof heterogeneous processing

cores with varying microarchitectures [24]. These cores vary in characteristics such as

issue width, pipeline depth, and register �le size. With the FabScalar toolset, dozens of
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Fig. 3.3: An example DSA system showing three of many possible operating con�gurations.

synthesizable RTL designs can be produced with architecturally-heterogeneous processing

cores. The FabScalar toolset includes a simulation environment using the Cadence NC-

Verilog functional veri�cation tool by employing the Veril og Procedural Interface to combine

the generated RTL with the C++ functional simulator. Using t his toolset, one can simulate

the execution of software benchmarks on each processing core, helping us determine which

core architectures are more e�cient for a given type of software application.

3.5.2 Conservation Cores

Because power e�ciency is often becoming more important than performance, Venkatesh

et al. have developed a method of designing heterogeneous specialized cores that focus on

reducingenergy� delay rather than simply improving performance [10]. These conservation

cores, or c-cores, can be automatically synthesized from target application source code. In

order to adapt for software evolution, the c-cores support patching and can be updated.

Many individual, heterogeneous c-cores are combined with ageneral purpose CPU to form

Many-Core Processors (MCPs). Such MCPs are ideal for designing Dark Silicon-Aware

systems because the system can choose which sub-core to activate within any MCP.
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3.5.3 Speci�cs of Type-II DSA Design

This work focuses on core-level dark silicon and core-levelheterogeneity. Therefore,

the FabScalar toolset is utilized to design DSA systems withvarying microarchitectures.

However, the same principles that this work employs to optimize inter-core heterogeneity

(Chapter 4) can be used to optimize intra-core heterogeneity with Conservation Core MCPs

or other power e�cient hardware accelerators. The energy e� ciency results of optimized

Type-II DSA systems are provided later in Sec. 7.2.

3.6 DSA Systems with Voltage Upscaled Di�erential Reliabil ity (Type-III)

Type-III systems are Di�erentially Reliable (DR) systems consisting of cores that di�er

in their intrinsic computational reliability due to varyin g degrees of voltage upscaling.

3.6.1 Di�erentially Reliable (DR) DSA Systems

As transistor scaling augments power density and process variation while reducing

circuit reliability, approximate computing is receiving u nprecedented attention in contem-

porary research because of the potential power savings. Nanometer devices age rapidly

and have a wider degree of process variation, requiring large power, performance, and area

overheads to ensure computational correctness (see Fig. 3.4).

By relaxing reliability constraints, these overheads are reduced signi�cantly. One of

the major limitations to approximate computing has been the wide degree of software error
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tolerance; most software applications assume correct computation. However, dark silicon

allows a system to meet the needs of a large range of software applications.

DR systems consist of cores that di�er in their intrinsic rel iability (Fig. 3.5). Dark

silicon allows the system to choose the set of cores with the appropriate level of reliability.

Low reliable cores may execute the more error-tolerant software applications while operating

more e�ciently than the high reliable cores.

Diversity in Software Error Tolerance

The diversity in reliability demands from the software is growing rapidly as modern

society embraces ubiquitous computing [25{27]. For example, JPEG encoders have been

shown to produce results withimperceptible quality degradationwhen executing on hardware

with over 50% single stuck-at interconnection faults [28]. The motion estimation process

of video encoders have been shown to produce acceptable results executing on hardware

with over 43% stuck-at faults for loss-less algorithms and over 75% stuck-at faults for

lossy algorithms [29]. Certain FIR �lters can continue to pr ovide robust computation in

the presence of up to 0.1% soft error rates [30]. On the other hand, applications such as

compilers and �nancial software are very error intolerant and require fault-free execution

[31]. This software diversity is exploited by DR systems to o�er low-overhead reliability to

commodity processors.
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Fig. 3.5: A multicore system with di�erential reliability.
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Variable Computational Reliability in Hardware

Esmaeilzadehet al. identify relaxed reliability constraints as a promising response to

dark silicon because of the potential energy e�ciency improvements [32]. They discuss

disciplined approximate computing as a method of reducing power consumption while still

providing acceptable quality in computed results. One way that this may be done is through

approximate accelerators. This method exploits dark silicon by o�-loading computation

from high reliable CPUs onto less reliable accelerators. Several similar approaches, such

as the following, have been proposed to provide a degree of power e�cient heterogeneity

through di�erential reliability.

Voltage-Induced Di�erential Reliability: Reducing the supply voltage generally results

in a sudden, large increase in errors as timing violations begin to occur. However, Kahnget

al. recently proposed a new methodology that gradually extendsthe increase in errors by

designing processors from the ground up to allow for voltage/reliability trade-o�s [33]. Their

method uses slack redistribution to createsoft architectures|designs that decrease power

consumption by reducing voltage to the point that produces maximum allowable errors.

In an HtCMP, each core may be assigned a di�erent supply voltage to create di�erent

reliability environments that can be exploited by dark sili con and the diversity in software

error tolerance.

Architecture-Induced Di�erential Reliability: Probabilistic applications are generally

quite error tolerant. However, the quality of their results depends on the error location.

Error in low-order bits are more tolerable than those in high-order bits or control lines.

Leem et al. proposed ERSA: Error Resilient System Architecture, a system that provide

acceptable results while operating in a faulty environment[25]. ERSA is designed with a

Super Reliable Core (SRC) and several accompanying RelaxedReliability Cores (RRCs).

The SRC executes error-intolerance instructions and performs memory-boundary checks on

the results of the RRCs. Error-tolerant instructions are o� oaded to the RRCs, which are

much more energy e�cient. Such a combination of high-reliable and low-reliable cores is

an ideal candidate for Dark Silicon-Aware architectures because the system may choose to
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activate high or low-reliable cores based on current workload demands.

Redundancy-Induced Di�erential Reliability: Srinivasan et al. discuss exploiting al-

ready existing structural duplication to provide varying l evels of reliability [34]. This con-

cept can be used to create Dark Silicon-Aware multicore systems where the various cores

use di�erent levels of structural redundancy to provide varying levels of reliability.

3.6.2 Speci�cs of Type-III DSA Design

Any of the previously mentioned methods may be used to designDR systems that pro-

vide substantial power e�ciency bene�ts. To illustrate the importance of sustaining these

bene�ts, Type-III systems are designed with a fairly simple form of di�erential reliability:

voltage upscaling. Upscaling voltages is a common method ofensuring reliable computa-

tion. With di�erential reliability, the less-reliable cor es avoid upscaled voltages, permitting

occasional errors as a result. Chapter 5 discusses how thesepower savings are sustained

throughout the lifetime of the chip. The sustained energy e� ciency bene�ts of Type-III

DSA systems are provided in Sec. 7.3.

3.7 DSA Systems with Instruction Replay Di�erential Reliab ility (Type-IV)

Many chip designers are hesitant to devote the multiplied engineering resources that

are necessary to create heterogeneous systems. However, manufacturing process variation

and asymmetric circuit aging cause initially homogeneous systems to become heterogeneous,

speci�cally in their degree of computational reliability. The rising dark silicon level only

magni�es this a�ect as it can cause unbalanced core-level utilization. This work presents

Instruction Replay DR systems to illustrate how even unintended heterogeneity can be

exploited by dark silicon.

3.7.1 RAZOR: Instruction Replays

In order to avoid timing violations, circuits are typically designed with atiming gaurd-

band|an added cycle delay that acts as a bu�er. NBTI and HCI aging i ncrease transistor

threshold voltage, and therefore transistor switching delay, which in turn increases the
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overall circuit propagation delay. Aging, therefore, requires an even larger timing gaurd-

band, reducing the operating frequency of the processor andthus the software performance.

However, these timing violations are dependent on the sensitized critical path, which is in-

uenced heavily by the executing instruction. The wide timi ng range between instructions

means that not all instructions require such a large timing gaurdband. To take advantage of

this distribution, Das et al. have proposed RAZOR circuitry which uses shadow ip-ops to

identify timing violations and trigger instruction replay s when necessary [35]. The bene�t

of RAZOR circuitry is that the timing gaurdband can be signi� cantly reduced. However,

instruction replays require a pipeline ush, incurring several penalty cycles to correct a

timing violation.

3.7.2 Speci�cs of Type-IV DSA Design

To illustrate how an originally homogeneous system can be guided to exploit dark

silicon over time, Type-IV DSA systems are designed with a level of di�erential reliability

created by modifying RAZOR circuitry and controlling core- level utilization.

Modifying RAZOR for Di�erential Reliability

In Type-IV systems, RAZOR circuitry is modi�ed to allow the p ropagation of some

errors without a corrective instruction replay. A small err or counter is added to keep track

of the frequency with which errors are tolerated. The error tolerance level is speci�ed by the

executing software thread. With this modi�cation, these systems can provide the bene�ts

of di�erential reliability, dynamically adjusting to the c urrent software workload.

Providing Dark Silicon Exploitable Heterogeneity

While these systems are initially homogeneous, controlledutilization can guide aging

to create a level of heterogeneity that can be exploited by dark silicon. This control process

is presented in Chapter 5. As the reliability di�erence between cores widens, more error-

prone cores can mask a larger portion of their timing violations by executing error-tolerant

software threads. Over time, this process decreases the number of instruction replays that
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must occur, improving the overall energy e�ciency. The sustained energy e�ciency bene�ts

of Type-IV DSA systems are provided in Sec. 7.3.

3.8 Implementing DSA Designs

In addition to controlling operating modes of active cores,DSA systems need to be able

to control which cores are active and which are inactive through power gating and utilization

balancing. PGCapping is an a�ective mechanism for implementing this design requirement

[36]. For scalable, many-core CMP designs, DSA systems implement this control at coarser

granularity, grouping cores into controllable clusters, similar to the design proposed by Ma

et al. [37].
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Chapter 4

Optimizing DSA Core Con�gurations

As shown, Dark Silicon-Aware systems can exploit growing dark silicon levels to provide

improved energy e�ciency through specialization. However, this ability depends on two

key aspects of the chip design: �rst the degree of hardware specialization, and second the

availability of this specialization to competing threads in a software workload. Correctly

designing the individual processing cores of an HtCMP is thefundamental design challenge

of providing the correct degree of specialization that can be ideally exploited by dark silicon.

4.1 Case Study: The Importance of Designing for Speci�c Dark Silicon Levels

In this motivational case study, a conventional Homogeneous Chip Multiprocessor (Hm-

CMP) and a handful of Heterogeneous Chip Multiprocessors (HtCMPs) are analyzed at

several increasing levels of dark silicon. The results demonstrate the critical need to adopt

a Dark Silicon-Aware design for speci�c forthcoming technology nodes. A simpli�ed Type-I

design is employed, based on ALUs to represent the HtCMPs in the case study.

4.1.1 Methodology

Each system includes 16 ALUs for this motivational study using 32-bit ALUs from

the ISCAS benchmark suite (c7552). Each ALU belongs to a separate core in the multi-

core system. This simpli�ed ALU model is used to highlight key concepts. Further in this

work, more complete models are employed, synthesizing the major portions of entire pro-

cessing cores. The level of dark silicon is varied between 0%and 62.5% representing several

forthcoming technology generations. The following designstyles are synthesized using the

Synopsys Design Compiler and a TSMC 45nm technology libraryto measure their power

and performance.
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� Conventional: All 16 ALUs are designed for the nominal frequency.

� Style A: Eight ALUs are designed for nominal and eight are designed for 50% of

nominal frequency.

� Style B: Four are designed for nominal, four for 75%, four for50%, and four for 25%

of nominal frequency.

� Style C: Six are designed for nominal, six for 75%, two for 50%, and two for 25% of

nominal frequency.

� Style D: Three are designed for nominal, �ve for 75%, �ve for 50%, and three for 25%

of nominal frequency.

� Style E: Five are designed for nominal, �ve for 75%, three for50%, and three for 25%

of nominal frequency.

On each design style, 1000 workloads are simulated, each consisting of a set of software

threads with frequency demands chosen from a Gaussian distribution with a mean at 75%

of the nominal frequency. This distribution captures the application diversity in typical

workloads. The number of threads in each set is equal to the total number of active cores

(ALUs). Thread-to-core assignment is based on maximizing the system energy e�ciency.

4.1.2 Results

Figure 4.1 presents data for the improvement in energy e�ciency over a conventional

multicore measured using the inverse ofEnergy � Delay � (here � = 4 due to the strict

timing requirements of the ALU). Two key observations are made from this �gure. First,

energy e�ciency over a conventional system improves with higher levels of dark silicon.

This is because increasing levels of dark silicon provide the system with greater exibility in

choosing a set of cores that better matches the software demands. Second, it can be observed

that a design style is optimal for 0% dark silicon (Style A) can become sub-optimal for 62.5%

dark silicon with respect to traditional design objectives like energy e�ciency. On the other

hand, a design style (such as Style B) that shows limited promise in low levels of dark

silicon, can outperform with growing levels of dark silicon.
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Fig. 4.1: Case Study: Energy e�ciency change with dark silicon, normalized to the conven-
tional multicore system (higher is better).

These results demonstrate the emergence of an intriguing design challenge as technology

scaling brings forth the possibility of dark silicon. To e�ectively tackle this challenge, a

systematic design approach is needed that helps to identifyprogressive design styles that

optimally exploit their own dark silicon.

4.2 The Range of Optimality of a Specialized Core

When a core is designed optimally for a set of thread types, itcan, by de�nition,

operate more e�ciently for threads within that set than for t hreads outside that set. For

example, consider a Type-I DSA system. If a core is designed ground up for a speci�c

target frequency, it can provide energy e�cient operation f or threads demanding a range

of frequencies centered around its design frequency. This range will be referred to as the

Range of Optimality (RoO) of a speci�c core|the range of software threads for whi ch a

given core is specialized.

In a Type-I system, the RoO of a speci�c core is also dictated by the target frequency

levels of other cores in the system. Generally, the RoO of a core can be changed by altering

its own specialization, or the specialization of other cores. For Type-I cores, the RoO can

be increased or decreased by varying the voltage-frequencydomain of the selected core or

of the competing cores in the frequency spectrum. Figure 4.2shows the energy e�ciency

distributions of various cores specialized for di�erent target frequencies. Each core has an
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RoO, a range of frequencies where it is more energy e�cient than other competing cores.

For other design types, the RoO of cores is altered in other ways. For example, if

architectural specialization is employed, the RoO can be altered by specializing application-

speci�c cores [5] or QsCores [15] for a di�erent range of function types.

4.3 Specialization Versus Utilization

When a processing core becomes more specialized, it provides better energy e�ciency

for a decreasing range of target workloads. This idea is exploited with the proposed Dark

Silicon Utilization-E�ciency (DSU) metric. DSU (4.1) is me asured as the product of two

sub-metrics: the dark silicon utilization metric ( UDS ) and the core-level e�ciency metric

(Ecores). Each of these metrics scales the other to provide a trade-o� between an individual

core's level of specialization and the range of threads for which it is optimally designed.

These two metrics are discussed in more detail.

DSU = UDS � Ecores (4.1)

4.3.1 Dark Silicon Utilization ( UDS )

Dark silicon provides the current software workload with the choice of cores to activate.

In a multicore system with a combination of specialized cores, each software workload will

prefer certain cores over others. In such a scenario, a system that contains cores specialized

to capture a diverse range of application characteristics,can e�ectively utilize all of its cores

uniformly. This uniform utilization is the key to e�ciently exploit the dark silicon, as it

presents a greater likelihood of adapting to a diverse set ofapplications. This concept is

displayed in Fig. 4.3 and Fig. 4.4, showing how greater e�ciency is obtained by designing

the cores for a more uniform workload distribution in the presence of dark silicon.

With a dark silicon level of  and a multicore with n cores, there will be � n inactive

cores at any given time. Overall, the average core utilization will equal the active silicon
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Fig. 4.2: Core RoOs for various target frequency levels.

level (1�  ). Using this information, (4.2) presents the dark silicon utilization metric ( UDS ):

UDS = 1 �
P jOj

i (utilization (Oi ) � (1 �  ))
 � (n � (1 �  ))

; (4.2)

whereO is the set of over-utilized cores|those with an average util ization rate higher than

(1 �  ). The utilization of a core is the portion of time that the cor e is active.

The UDS value ranges from 0 to 1. It is 0 when software workloads always prefer the

same set of cores, under-utilizing the inactive cores.UDS is 1 when all cores are utilized

equally. Over-utilization of certain cores indicates that these cores can improve their ef-

�ciency by increasing their level of specialization and decreasing their RoO, catering to a

smaller set of threads. The under-utilized cores, on the other hand, can increase their uti-

lization by increasing their RoO. Overall, there is a trade-o� between a core specialization

and its utilization, and it is critical to understand this tr ade-o� for designing systems for

dark silicon.

4.3.2 Core-level E�ciency ( Ecores)

The second part of the DSU metric is design-dependent, basedon the goals of the
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Core A: Utilization = 100% 

Core B: Utilization = 0% 

(b) Scenario 1: Core A and Core B are identical.
One core is e�ectively wasted.
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Utilization = 50% 
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Utilization = 50% 

(c) Scenario 2: Core A is specialized for thread
types 1-5. Core B for thread types 6-10.

Fig. 4.3: Splitting the RoO of a set of cores (50% dark silicon, two cores).

multicore design. It is a measure of the e�ciency of the system as compared to the e�ciency

of an ideal system, which always allows each thread to execute on a core optimally designed

for that thread. In this study, energy e�ciency is the target metric, resulting in the following

e�ciency metric:

Ecores =
[Energy Ef f iciency ]actual

[Energy Ef f iciency ]ideal
: (4.3)

Energy e�ciency is measured as being inversely proportional to the Energy � Delay �

product. The ideal energy e�ciency is measured by simulating a system where each thread

can be assigned to the core of its choice, regardless of conict with other threads or whether

or not that core is even available in the current design. TheEcores value ranges from 0 to

1 and is higher for thread-to-core assignments that providea better software-to-hardware
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(a) Sample workload distribution.
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(b) Scenario 1: Core A is specialized for thread
types 1-5. Core B for thread types 6-10.
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(c) Scenario 2: Core A is specialized for thread
types 1-6. Core B for thread types 7-10.

Fig. 4.4: Decreasing the RoO of an over-utilized core (50% dark silicon, two cores).

match. The Ecores metric can also be used for other design objectives like average core

temperature or chip reliability based on design goals. The combined DSU metric allows one

to develop a DSA design to optimally meet those design goals.

4.4 Design Optimization

The proposed design optimization process uses a stochasticoptimization algorithm

for choosing the design parameters of the cores in a DSA multicore system. The goal

is to optimize the DSU for a given range of dark silicon levelsand expected workload

characteristics.
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4.4.1 De�ning the Solution Space

With n cores andk possible core design choices, there are
� n+ k� 1

k

�
possible solutions

(permutations are considered to be identical). An exhaustive search is computationally

prohibitive. To tackle this computational complexity, the stochastic optimization algorithm

uses simulated annealing. This algorithm �nds the Range of Optimality for which each core

in a DSA system is specialized, allowing one to design the multicore to better exploit the

dark silicon.

4.4.2 A Simulated Annealing Approach

Algorithm 4.1 shows the algorithm for the DSA design problem using simulated an-

nealing. This algorithm is based on the traditional simulated annealing process, beginning

with an anneal temperature T initialized to T0 and cooled down to � . Through a series

of random moves, accepted or rejected by the annealing schedule, the multicore design is

altered to explore the solution space and �nd an optimal con�guration. The multicore de-

sign is de�ned as the set of all core con�gurationsC = f c1; c2; c3; :::; cn g, where ci is the

con�guration of core i .

Algorithm 4.1 DSA Core Con�guration Selection
1: Initialize: C  C0; T  T0

2: Calculate DSU  GET DSU(C)
3: while T > � do
4: while moves < M do
5: Cnew =ANNEAL MOVE( C)
6: DSUnew  GET DSU(Cnew )
7: if ANNEAL CONDITION TRUE() then
8: C  Cnew ; DSU  DSUnew

9: end if
10: end while
11: T  �T
12: end while

Annealing Schedule

After choosing an initial setup C0, the annealing algorithm maximizes the DSU by

applying the annealing moves described next.ANNEAL CONDIT ION T RUE() checks
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whether DSUnew is greater than DSU, or smaller with a probability decreasing with the

annealing temperature. This allows occasional uphill moves to better explore the solution

space.

Annealing Moves

ANNEAL MOV E () randomly applies a move selected from the following four moves

that combine to explore the entire solution space.

� Decrease the RoO to increase the level of specialization fora set of over-utilized cores.

� Increase the RoO to decrease the level of specialization fora set of under-utilized

cores.

� Split a set of cores into two randomly-sized sets of cores anddivide its RoO between

the two.

� Merge two sets of cores, designing the new set to be optimal for the combined RoOs

of the original sets.

4.5 Optimization Analysis

This optimization process is analyzed for two di�erent DSA design techniques: Type-I

(Sec. 3.4) and Type-II (Sec. 3.5), respectively. The experimental results of optimizing these

two designs are presented in Sec. 7.1 and Sec. 7.2, respectively.
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Chapter 5

Sustaining the Energy E�ciency Bene�ts of Dark Silicon

The previous chapter showed how the e�ectiveness of a DSA system depends on the

speci�c variation between cores. However, process variation and asymmetric aging between

components can disrupt the essential thread-to-core mapping process by altering the in-

trinsic degree of heterogeneity. The degree of heterogeneity can be maintained by guiding

circuit aging throughout the lifetime. Aging, in turn, is gu ided by manipulating core-level

utilization with controlled core activation decisions. Because dark silicon itself provides us

with this needed guaranteed level of choice in dynamically selecting which cores are actively

utilized, core-level aging can be guided to maintain precise heterogeneity and sustain the

bene�ts of dark silicon exploitation. Without loss of generality, this chapter uses the ex-

ample of di�erentially reliable DSA systems|HtCMPs that pr ovide heterogeneity through

varying computational reliability between cores (see Sec.3.6.1).

5.1 Case Study: The Importance of Maintaining the Heterogen eity Pro�le

This section demonstrates the challenges of long term sustainability of di�erentially

reliable DSA systems through a detailed case study.

5.1.1 Case Study Overview

The case study shows the challenge of sustaining the bene�tsof di�erential reliability.

Four DR systems (A, B, C, and D) are modeled along with a comparative homogeneous

multicore system (H), each with eight clusters of cores. Each system is analyzed at various

upcoming technology nodes, represented by increasing levels of dark silicon. The results

show three important concepts: �rst, the energy e�ciency bene�ts of a DR system increase

with dark silicon; second, a higher degree of di�erential reliability provides better e�ciency;
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and third, this bene�t is potentially eliminated as systems age. The methodology and results

of the case study are discussed in more detail.

5.1.2 Methodology

Key components of the case study simulation setup are outlined. For the more detailed

methodology, see Sec. 6.3.

Modeling Di�erential Reliability

Type-III design is used to provide di�erential reliability by varying the supply voltages

between core clusters (see Table 5.1). Clusters with lower supply voltages have higher error

rates but consume less power. The homogeneous system is designed solely with cores of the

highest level of reliability.

Statistically Modeling Error Rates

The error rate is the percentage of instructions that experience an error. Error rates are

modeled as the probability of timing violations using the statistical distribution of circuit

propagation delay.

Simulating Device-Level Aging

The a�ect of device-level aging on core-level computational reliability is simulated by

modeling an increase in propagation delay due to rising threshold voltages..

Software diversity of Error Tolerance

The error tolerance of software threads is modeled with a statistical distribution in

which a majority of threads can tolerate little or no error.

Mapping Threads onto Cores

Each thread is mapped to the least reliable available core that meets its reliability

demands, capturing the power savings of lower voltages whenpermissible. When the system
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encounters a workload consisting of threads demanding a higher level of reliability than can

be provided, it incurs a performance penalty. The frequencyof a lower reliable cluster is

decreased until it meets the requested reliability levels.

5.1.3 Results

The energy e�ciency results of each system are presented using the inverse ofEnergy �

Delay2 in Fig. 5.1. Values are normalized to the tape-out energy e�ciency of the homo-

geneous system (H) at the same level of dark silicon. In Fig. 5.1(a), the initial energy

e�ciency bene�t of di�erential reliability is shown. Note t wo key points: �rst, as dark

silicon increases for forthcoming technology nodes, so does the e�ciency of the DR sys-

tems in comparison to the homogeneous system; and second, dark silicon is better exploited

by systems with a larger diversity in intrinsic reliability , such as System A. Despite this

tremendous promise of DR systems, lifetime aging can degrade and even eliminate the ben-

e�t of di�erential reliability (Fig. 5.1(b)). Observe that in several cases, DR systems fail

to sustain the advantage over homogeneous systems (H) observed at tape-out.

5.1.4 The Sustainability Challenge

To tackle the sustainability challenge of a DR system, it is imperative to understand

the root cause of such dramatic loss of energy e�ciency with aging. After careful analysis,

it is observed that when a DR system ages in an uncontrolled fashion, the diversity of the

Table 5.1: Case Study: Supply voltages of the clusters in each system. Lighter shades
represent higher reliability.

System A B C D H
Cluster 1 1.00V 1.00V 1.00V 1.00V 1.00V
Cluster 2 0.99V 1.00V 1.00V 1.00V 1.00V
Cluster 3 0.98V 0.98V 1.00V 1.00V 1.00V
Cluster 4 0.97V 0.98V 1.00V 1.00V 1.00V
Cluster 5 0.96V 0.96V 0.96V 0.99V 1.00V
Cluster 6 0.95V 0.96V 0.96V 0.99V 1.00V
Cluster 7 0.94V 0.94V 0.96V 0.99V 1.00V
Cluster 8 0.93V 0.94V 0.96V 0.99V 1.00V
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Fig. 5.1: Case Study: Energy e�ciency, normalized to the tape-out e�ciency of the corre-
sponding homogeneous system.

reliability pro�le across the various cores is lost. Figure 5.2(a) shows theInitial and the

Aged core-level error rate distribution in System A. Aging causes the error rate of each

core to increase. This reduces the demand on the aged low-reliable cores as they cannot

o�er reliability demands requested by most software threads. Likewise, the high reliable

cores are used more frequently, causing them to age rapidly.eventually eliminating the

diversity of system level reliability pro�le. After seven y ears of aging, the reliability pro�le

has attened. This is caused by a substantial increase in thedemand for high reliable cores

over time (Fig. 5.2(b)).

However, a substantial portion of the advantage of a DR system can be sustained by

maintaining the relative di�erential reliability pro�le o f the cores. While all cores age,
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Fig. 5.2: A�ect of aging on di�erential reliability (System A).

showing an increase in error rates, core utilization can be controlled to preserve the relative

reliability between cores, shown byPreserved in Fig. 5.2(a). This is done using a control

system guided mapping discussed in the following section. At 50% dark silicon, Preserved

maintains 35.4% of its initial energy e�ciency advantage. Without this proactive mapping,

Aged loses all of its advantage, even dropping 1.1% below that of the homogeneous system.

Feedback controlled aging in DR systems is a promising approach to sustain DR energy

e�ciency bene�ts over time.

5.2 A Sustainability Control System (SCS)

A solution to the sustainability challenge is provided with feedback controlled aging.

To sustain the bene�ts of di�erential reliability througho ut the lifetime of a multicore, the
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system must monitor and control aging-induced degradationof core reliability levels. Long-

term sustainability can be achieved by controlling the util ization of cores in a proactive, yet

energy e�cient way.

5.2.1 Design Overview

Two components form the backbone of the proposed approach: the Sustainability Con-

trol System (SCS) and the Thread-to-Core Mapper (TCM) (Fig. 5.3). The SCS monitors

the reliability levels of various on-chip cores in the DR system and o�ers guidelines to the

TCM. The TCM performs the precise mapping of threads onto various cores based on the

guidelines from the SCS. The TCM receives the set of scheduled threads along with their

reliability demands from the operating system (OS). The TCM is implemented in �rmware

to allow easier information ow between on-chip cores whileretaining portability across

di�erent system software. Throughout this work, the term reliability level is de�ned as a

metric equal to 1 � error rate. This quanti�es the computational reliability provided by

individual processing cores and the minimum speci�ed computational reliability requested

by each software thread. The detailed designs of the SCS and TCM are presented next.

The three major components of the SCS design are: the Aging Controller, the WAC

Controller, and the Reliability Predictor, described here in detail.

5.2.2 The Aging Controller

The Aging Controller is responsible for calculating the desired degradation of each core
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with respect to the other cores. At design time, each corei is assigned a reliability level

r i . For a system with n cores, the vectorr of sizen contains the reliability levels of each

core. As the cores age over time, their reliability levels decrease. The Aging Controller

uses the di�erence between the initial reliability levels r (0) and current reliability levels r (t)

to determine the desired reliability level d(t) of each core at any given time. The desired

reliability levels are calculated using to the following equation:

d(t) = r (0) �
nX

i =1

er i (t) �
1 � r (0)

n �
nP

i =1
r i (0)

; (5.1)

where er(t) is the error vector (the di�erence between the initial r (0) and the current r (t)

reliability levels), 1 is a ones vector, andd(t) is the aging controller output vector, which

consists of the desired reliability levels. This data is necessary to determine how far the

aging of each core has diverged from the ideal aging that preserves the di�erential reliability

pro�le.

5.2.3 The WAC Controller

The WAC Controller uses the data from the Aging Controller to inuence decisions

made by the TCM using a new metric called the Workload Acceptance Capacity (WAC).

The WAC values range from 0 to 1 and tells the TCM how frequently each core should be

utilized during the current epoch. The current WAC values, represented by vectorw, are

determined by the following equation:

w(t) = (1 �  )1 � K ped(t); (5.2)

where  is the dark silicon level, ed(t) is the error vector (the di�erence between the

desired d(t) and current r (t) reliability levels), K p is the proportional gain constant, and

w(t) is the WAC Controller output vector containing the WAC valu es for each core. The

WAC Controller scales the reliability level error vector by the gain constant, employing

proportional control for simple hardware implementation. A gain constant is chosen for a
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fast response while maintaining control stability. Note that the ideal gain constant may

vary based on sampling rates. The product is then subtractedfrom the maximum average

utilization (1 �  ) which is equal to the fraction of cores that can be simultaneously active.

This results in a below average WAC for cores that are aging too fast and an above average

WAC for cores that are aging relatively too slow. At the beginning of each epoch, the WAC

values are updated and passed on to the TCM.

5.2.4 The Reliability Predictor

The SCS requires aging feedback from the hardware. This can be implemented using

aging and error sensors on each core that measure delay degradation and errors. This

information is then converted by the Reliability Predictor into the current reliability levels

r (t).

5.3 The Thread-to-Core Mapper (TCM)

The TCM receives the set of scheduled threads from the OS scheduler and is responsible

for mapping these onto a set of available cores. In the dark silicon era, there are more

processing cores than can be active simultaneously. This means that the TCM has to

determine which cores will be utilized and which will power-gated, remaining inactive. In

doing so, the TCM has two objectives: Sustainability Mapping (SM), and Energy E�ciency

Mapping (EEM), described next.

5.3.1 The Sustainability Mapping (SM) Objective

The TCM utilizes cores in a way that maintains the desired di� erential reliability pro�le

using the WAC values provided by the control system. It maintains a record of the utilization

of each core, which is reinitialized at the beginning of eachepoch|an arbitrary interval of

time. If the utilization of a core reaches its workload acceptance capacity, that core islocked

and removed from the list of available cores, remaining inactive for the remainder of the

epoch. Sustainability mapping is a proactive way of ensuring symmetric and graceful aging

in the cores, sustaining energy e�ciency bene�ts throughout the system's lifetime.
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5.3.2 The Energy E�ciency Mapping (EEM) Objective

The system aims to maximize the energy e�ciency by mapping according to software

reliability demands. This avoids the power-performance penalties and overhead that occur

with mismatched mapping. In order to respect reliability levels while optimizing energy

e�ciency, the TCM maps each thread to the least reliable available core o�ering the re-

quested reliability level or higher. However, inherent in aDR system are occasional resource

conicts when there is an insu�cient number of high reliable cores to meet current software

demands. These conicts decrease with dark silicon but increase with aging.

5.4 Resolving Mapping Objective Conicts

SM and EEM objectives often conict. SM policies may wish to deactivate a certain

core to control aging for long-term bene�ts while EEM policies may wish to utilize that

same core for immediate power-performance bene�ts. Three approaches that resolve these

mapping conicts are presented next and then compared and constrasted in Table 5.2.

5.4.1 Sustainability-Oblivious (SO) Mapping

In this method, EEM policies are given precedence, allowingthe system to use any set

of cores for the current workload, regardless of the WAC values. (See Algorithm 5.1.)

5.4.2 Sustainability-Controlled (SC) Mapping

For this method, SM policies are given precedence, allowingthe TCM to utilize only

those cores that have not yet met their WAC for the current epoch. Cores that reach their

WAC value are power-gated andlocked, meaning that they are unavailable for the remainder

of the epoch. (See Algorithm 5.2.)

5.4.3 Sustainability-Aware (SA) Mapping

This method combines SM and EEM policies, allowing the system to utilize a core be-

yond its capacity when the potential power-performance bene�t exceeds a certain threshold.

(See Algorithm 5.3.)
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Table 5.2: Mapping objectives and policies.
MAPPING OBJECTIVES

MAPPING POLICIES
Sustainability
Mapping (SM)

Energy E�ciency
Mapping (EEM)

Sustainability-Oblivious
(SO) Mapping.
Goal: short-term bene�ts
(Algorithm 5.1).

� SO mapping only con-
siders SM to power-gate in-
active cores after mapping
according to EEM. WAC
values are ignored.

X EEM is given prece-
dence. All cores are avail-
able during the mapping
process to maximize en-
ergy e�ciency.

Sustainability-Controlled
(SC) Mapping.
Goal: long-term
sustainability (Algorithm
5.2).

X SM is given prece-
dence. WAC values are
completely respected. Any
core that reaches the WAC
is locked (unavailable for
mapping).

� SC mapping only satis-
�es the EEM objective af-
ter meeting the SM objec-
tive. Only unlocked cores
are available.

Sustainability-Aware
(SA) Mapping.
Goal: a balanced approach
(Algorithm 5.3).

X Cores are initially locked
according to WAC values
for long-term sustainabil-
ity, similar to SC map-
ping. However, exceptions
are permitted.

X Locked cores are permit-
ted during mapping when
the immediate energy ef-
�ciency bene�ts outweigh
the sustainability impact.

Algorithm 5.1 Sustainability-Oblivious (SO) Mapping
1: T = f t1; t2; :::; tm g : set of sorted threads with increasing reliability demands
2: C = f c1; c2; :::; cn g: set of sorted cores with increasing reliability levels
3: for each threadt in T do
4: for each available corec in C do
5: if demand(t) < = reliability (c) then
6: Assign t to c. Exit inner for-loop.
7: end if
8: end for
9: if t was not assignedthen

10: Increase reliability of most reliable available core. Unassign threads. ResortC. Go
to Step 3.

11: end if
12: end for

Algorithm 5.2 Sustainability-Controlled (SC) Mapping
1: Lock cores that reach their WAC.
2: Perform SO.
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Algorithm 5.3 Sustainability-Aware (SA) Mapping
1: Lock cores that reach their WAC.
2: L = f l1; l2; :::; ln g: sorted set of locked cores
3: for each locked core l in L do
4: Unlock current core l and perform SO.
5: if l is usedthen
6: Record thread (t) assigned tol . Lock l . Perform SO.
7: Identify core (c) now assigned tot.
8: Estimate energy � delay2 (ed2)
9: ed2

dif f  ed2(c) � ed2(l )
10: if ed2

dif f > AW � (util (l ) � W AC (l)) then
11: Unlock l .
12: end if
13: else
14: Re-lock l .
15: end if
16: end for
17: Perform SO.

5.5 Sustainability Analysis

The overall e�ectiveness of the Sustainability Control System and the e�ects of the three

proposed mapping policies are analyzed using two di�erent di�erentially reliable DSA design

techniques: Type-III (Sec. 3.6) and Type-IV (Sec. 3.7), respectively. The experimental

results of sustaining these two designs are presented in Sec. 7.3 and Sec. 7.4, respectively.
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Chapter 6

Experimental Methodology

Four types of DSA systems are designed and analyzed to evaluate this work's proposed

optimization and sustention techniques. This chapter delineates the physical design ow

and architectural simulations that comprise the corresponding experimental methodologies.

6.1 The Design and Optimization of Type-I DSA Systems

Type-I systems are designed with varying voltage-frequency domains (see Sec. 3.4).

The following subsections describe the physical design owand simulation process of ana-

lyzing these Type-I DSA systems.

6.1.1 Physical Design Flow

The critical datapath and control components of the Alpha 21264 microprocessor [38]

are synthesized to precisely model the power-performance characteristics of the hardware.

This synthesis process uses the RTL available from the Illinois Verilog Model, the Synopsys

Design Compiler, and the 45nm TSMC library. Each of the following components is syn-

thesized: L1 Caches, Scheduler, Register File, and the ALUs(both complex and simple).

Collectively, these components consume bulk of the power inthe microprocessor core.

The component are synthesized for several target frequencies using the Synopsys Design

Compiler. Table 6.1 shows the normalized power estimationsof the Alpha 21264 processor

components synthesized for the various target frequencies. A larger number of voltage-

frequency design points allows the system to be designed with �ner granularity, and thus

more e�ciency. Therefore, it would be ideal to have in�nitel y many possible VF design

points; however, the actual number is limited by design costand hardware complexity. For

this design process, eight di�erent VF design points are chosen, ranging from 3.5 GHz down
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to 1.3 GHz.

Several power-performance characteristics such as frequency and dynamic and leakage

power of the synthesized hardware are measured at each VF operating point. Subsequently,

these synthesized results are combined with the utilization information from the architec-

tural simulation, described next, to improve the power consumption estimation based on

application characteristics.

6.1.2 Architectural Simulation

This subsection details the simulation setup and the software multicore workload used

in the experimental analysis of Type-I systems.

Simulation Setup

The architectural simulation infrastructure consists of a full-system simulation support

built on top of WindRiver SIMICS [39]. SIMICS provides the fu nctional model of several

popular ISAs, in su�cient detail to boot an unmodi�ed operat ing system. Without any loss

of generality, this infrastructure uses the the SPARC V9 ISA and a detailed timing model

to extract hardware utilization characteristics of several SPEC CPU2006 benchmarks on a

superscalar out-of-order microarchitecture.

These on-chip cores loosely represent an Alpha 21264 pipeline micro-architecture. The

12-stage pipeline has 132 instruction window entries, 4-wide fetch-issue-commit engine,

Table 6.1: Average power consumption of Alpha 21264 core components, synthesized at
various frequencies, normalized to the scheduler.

Scheduler L1 Cache Register File ALUs
Frequency Dyn. Static Dyn. Static Dyn. Static Dyn. Static
3.50 GHz 1.000 1.000 0.436 0.872 0.521 0.782 0.135 0.135
3.25 GHz 0.945 0.809 0.398 0.529 0.460 0.501 0.115 0.083
3.00 GHz 0.828 0.498 0.365 0.404 0.375 0.324 0.099 0.056
2.70 GHz 0.624 0.226 0.328 0.295 0.309 0.246 0.084 0.036
2.20 GHz 0.495 0.160 0.268 0.278 0.180 0.065 0.060 0.013
1.75 GHz 0.336 0.078 0.161 0.254 0.112 0.040 0.044 0.007
1.50 GHz 0.264 0.062 0.140 0.254 0.090 0.027 0.037 0.006
1.30 GHz 0.237 0.060 0.120 0.253 0.069 0.020 0.032 0.005
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with 64KB 2-way instruction and data caches, respectively. The multicore consists of 16

cores, with a 16 MB backing L2. The pertinent hardware utilization characteristics of

several SPEC CPU2006 benchmarks are collected through cycle accurate simulation of their

representative SimPoint phases [40]. In addition to the nominal frequency, each benchmark

application is simulated at the di�erent frequencies withi n the range of 3.5-1.3 GHz. Since

the memory is o�-chip, it is assumed that with processor clock frequency scaling, memory

latencies do not scale (thus returning data at the same wall-clock time throughout).

Multicore Workload

To e�ciently study a wide range of multicore workloads, the s imulation framework uses

several SimPoint phases of SPEC CPU2006 applications. Based on their intrinsic charac-

teristics, the chosen workloads demand a range of target frequencies (1.3GHz{3.5GHz) for

their respective optimal energy e�ciencies (Energy � Delay � , where � =2). The speci�c

applications used are: gcc, astar, bzip2, dealII, GemsFDTD, gobmk, h264, hmmer, libquan-

tum, mcf, milc, omnetpp, perlbench, povray, sjeng, sphinx3, and xalancbmk. In the 16-core

system, these applications are randomly combined to createa wide pool of workloads.

The optimization process (Chapter 4) uses 1000 workloads ina Monte Carlo simulation,

each comprising a random mix of the SPEC CPU2006 applications. In the �nal experimental

simulation, each Type-I system is analyzed using four groups of workload sets, each of

consisting of 3000 workloads. These workloads within a given set are uniformly spread

across multiple technology generations, covering the associated range of dark silicon levels.

The �rst workload set, referred as High, comprises high IPC benchmarks. The second

group consists of medium IPC benchmarks, and hence referredasMedium. The third group,

termed asLow consists of low IPC benchmarks. Finally, the fourth group, termed asMixed,

comprises benchmarks from all IPC ranges. Overall, each Type-I system in analyzed using

12000 multicore workloads, covering a spectrum of benchmark combinations. Note that

none of the workload sets used for �nal evaluation match the set chosen for driving the

optimization algorithm.
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6.2 The Design and Optimization of Type-II DSA Systems

Type-II systems are designed with varying core microarchitectures (see Sec. 3.5). The

following subsections describe the physical design ow andsimulation process of analyzing

these Type-II DSA systems.

6.2.1 Physical Design Flow

The FabScalar toolset is used to produce synthesizable RTL designs of the 12 architect-

urally-heterogeneous processing cores proposed by Choudhary et al. [24]. These cores vary

in characteristics such as issue width, pipeline depth, andregister �le size. Table 6.2 shows

a detailed comparison of the varying design choices for eachcore.

The di�erent experimental multicore systems are designed using various combinations

of these core types. The static and dynamic power consumption of each of these processing

cores is modeled using the Synopsys Design Compiler, synthesizing each core type with

the FreePDK 45nm standard cell library [41]. This average power consumption data is

combined with the core-level performance data, described next, to accurately model system

energy e�ciency using the inverse of the Energy � Delay � (� = 2). Note that any � may

be used, depending on the desired power versus performance tradeo�. In addition, other

power e�ciency metrics (e.g. Energy Per Instruction [42]) may also be used depending on

optimization goals.

6.2.2 Architectural Simulation

This subsection details the simulation setup and the software multicore workload used

to analyze the e�ciency of optimizing Type-II DSA systems using the proposed metric and

algorithm.

Simulation Setup

The FabScalar toolset includes a simulation environment using the Cadence NC-Verilog

functional veri�cation tool by employing the Verilog Proce dural Interface to combine the

generated RTL with the C++ functional simulator. Using this toolset, the execution of
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Table 6.2: Design parameters of the various FabScalar coresprovided by Choudhary et al.
Core-1 Core-2 Core-3 Core-4 Core-5 Core-6

Fetch, Decode, Rename,
Dispatch width 4 4 5 6 8 2

Issue, RR, Execute, WB width 4 6 5 6 8 4
function unit mix (simple,

complex, branch, load/store) 1,1,1,1 3,1,1,1 2,1,1,1 3,1,1,1 5,1,1,1 1,1,1,1
fetch queue 16 16 32 32 64 8

active list (ROB) 128 128 128 256 512 64
physical register �le (PRF) 96 128 128 192 512 64

issue queue (IQ) 32 32 32 64 128 16
load queue / store queue 32/32 32/32 32/32 32/32 32/32 16/16

branch predictor bimodal
return address stack (RAS) 16 16 16 32 64 8
branch order bu�er (BOB) 16 16 32 32 32 8

fetch depth 2 2 2 2 2 2
issue depth: total / wakeup-

select loop 2/2 2/2 2/2 2/2 2/2 1/1
register Read (and Writeback)

depth 1 1 1 1 1 1
fetch-to-execute pipeline depth 10 10 10 10 10 9

Core-7 Core-8 Core-9 Core-10 Core-11 Core-12
Fetch, Decode, Rename,

Dispatch width 4 4 6 6 4 4
Issue, RR, Execute, WB width 4 4 6 6 4 6

function unit mix (simple,
complex, branch, load/store) 1,1,1,1 1,1,1,1 3,1,1,1 3,1,1,1 1,1,1,1 3,1,1,1

fetch queue 16 16 32 32 16 16
active list (ROB) 128 128 256 256 128 128

physical register �le (PRF) 96 96 192 192 96 128
issue queue (IQ) 16 32 64 64 32 32

load queue / store queue 32/32 32/32 32/32 32/32 32/32 32/32

branch predictor bimodal
bimodal w/
block-ahead

gshare

return address stack (RAS) 16 16 32 32 16 16
branch order bu�er (BOB) 16 16 32 32 16 16

fetch depth 2 2 3 3 2 2
issue depth: total / wakeup-

select loop 1/1 3/2 2/2 3/2 2/2 2/2
register Read (and Writeback)

depth 1 4 2 4 1 1
fetch-to-execute pipeline depth 9 14 12 15 10 10
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several SPEC2000 integer benchmarks is simulated on each ofthe 12 processing cores.

Each simulation is run for 10 million instructions with several SimPoint phases to accurately

measure the performance of each benchmark on each core type.

Multicore Workload

The speci�c SPEC2000 applications used are: bzip, gap, gzip, mch, parser, and vortex.

These applications are randomly combined into workload sets to create a pool of workloads.

One thousand of these workloads are used in the iterations ofthe optimization design process

and 3000 more are used in the �nal experimental analysis of each Type-II system.

6.3 The Design and Sustention of Type-III DSA Systems

Type-III systems are designed with Di�erential Reliabilit y (DR) through varying de-

grees of core-level voltage upscaling (see Sec. 3.6). Several Type-III systems are simulated

over the lifetime of the chip to evaluate the Sustainability Control System (SCS) and the as-

sociated mapping policies presented in Chapter 5. The experimental methodology includes

a physical design tool ow to acquire circuit timing charact eristics coupled with device-level

aging models and the performance characteristics of cycle-accurate architectural simulation.

6.3.1 Modeling Di�erential Reliability

Maintaining high supply voltages is a common method of avoiding timing violations.

Low-reliable cores avoid upscaled voltages by permitting occasional errors. If a low reliable

core is forced to execute a thread demanding a higher reliability, it must compensate for

the discrepancy. These Type-III systems scale down the frequency to lower the error rate

when necessary.

6.3.2 Hardware Aging Model

Process variation and circuit aging create a distribution of propagation delays. Using

Synopsis HSPICE, PV and NBTI analysis is performed with Predictive Technology Models

[43]. On each gate, 1000 Monte Carlo simulations are run to determine the gate delay
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distribution. This process is repeated for every day of simulated operation throughout 10

years. For each simulated daily aging period, the distribution is propagated through the

paths of critical core components from a FabScalar-generated core [24], synthesized with

the Synopsys Design Compiler for 45nm using a standard cell library. Figure 6.1 shows this

method of calculating age-speci�c circuit propagation delay distributions.

The speci�c core components used are the Simple ALU, the Load/Store Address Gen-

eration, the Forward Check, and the Issue Queue Select modules. These aging models ref-

erence the time each core is active, because power-gated cores experience negligible NBTI

aging [44].

Larger delays can lead to timing violations, propagating incorrect data. These aging-

inuenced delay distributions allow us to calculate the statistical probability of timing

violation errors (Fig. 6.2).

6.3.3 Software Workload Characteristics

Type-III cores may operate at sub-nominal frequencies to reduce error rates when

necessary. The a�ect of these accommodations on application performance is considered.

Using the full-system architectural simulation built on to p of WindRiver SIMICS [39], the

performance characteristics of SPEC CPU2006 applicationsare analyzed through cycle

accurate simulation of representative SimPoint phases [40]. Each application is simulated

at eight distinct frequencies ranging from 3.5-1.75 GHz. This provides the application-

speci�c performance variations when Type-III cores increase the clock period to improve

their error rates.

As reliability decreases with device scaling, it is anticipated that many future software

applications will be characterized by levels of error tolerance by necessity. This characteri-

zation provides the advantage of relaxed reliability constraints while specifying a minimum

level of acceptable reliability. This error tolerance is modeled with a distribution. Most ap-

plications expect reliable computation, so the distribution is peaked at 0% tolerance while

providing a 1% deviation to model the fewer, more error tolerant applications.
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6.3.4 Simulation Setup

The simulations cover 10 years of operation at several upcoming dark silicon levels

using each discussed mapping policy. As an outside comparison, an additional mapping

policy is implemented, one loosely correlated with the recently proposed Race-to-Idle (RI)

core selection technique which uses computation sprintingto provide cores with periodic

intervals of recovery to maximize MTTF [45]. The race-to-idle policy represents the absence

of the Sustainability Control System, but is still allowed t he power e�ciency bene�ts of

approximate computing to provide a fair comparison.

Core-level utilization is interpolated between the one-day increments for practical simu-

lation time. Each one-day increment throughout the 10-yearlifetime includes 1000 workload

simulations. At each increment, core-level utilization data is used to calculate circuit aging

and update each core's reliability level.

Speci�c software applications used are: astar, bzip2, dealII, gcc, GemsFDTD, gobmk,

h264, hmmer, libquantum, mcf, milc, omnetpp, perlbench, povray, sjeng, sphinx3, and

xalancbmk. Multiprogramming workloads are represented asrandomized collections of

threads from these benchmarks.1

6.4 The Design and Sustention of Type-IV DSA Systems

Type-IV systems are designed with modi�ed RAZOR circuitry t o allow an error rate

that is acceptable to the currently executing software thread (see Sec. 3.7). The hardware

aging models and simulation setup are the same as in Type-IIIsystems, and are therefore

not included here. This section includes the methodology modi�cations that are used to

simulate Type-IV systems.

6.4.1 Modeling Di�erential Reliability

Instruction replays are triggered for only a portion of all errors, depending on the re-

liability level of the executing thread. While all cores are identically designed, they are

1Multithreaded applications are also suitable representat ive workloads. However analyzing the a�ect
of heterogeneity on multithreaded programs is a separate research issue that has been extensively covered
elsewhere and is not within the scope of this work.
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assigned varying target reliability levels that are used toshape the relative di�erential relia-

bility pro�le of the system. The SCS systematically ages cores accordingly. As asymmetric

aging is guided, the resulting heterogeneity can be exploited by dark silicon to mask errors

and avoid instruction replays.

6.4.2 Software Workload Characteristics

Because Type-IV cores may adjust the portion of errors that pass without triggering

an instruction replay, there is an a�ect on performance and power consumption. Each

SPEC CPU2006 application benchmark is also simulated whileincurring pipeline penalties

of eight distinct instruction replay rates, ranging from 0% (no replays) to 12.5%. Depending

on the currently executing thread and the degree of circuit aging, each Type-IV core triggers

su�cient instruction replays to respect the speci�ed softw are reliability level.
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Chapter 7

Experimental Results

This chapter presents the results of optimizing Type-I (Sec. 7.1) and Type-II (Sec. 7.2)

DSA systems and of sustaining Type-III (Sec. 7.3) and Type-IV (Sec. 7.4) DSA systems.

7.1 Results of Optimizing Variable VF Domain (Type-I) DSA Sy stems

Type-I DSA systems are optimized for speci�c ranges of dark silicon. First, the op-

timized VF Domains are presented (Sec. 7.1.1). Then, the remaining sections present

the several metrics used to compare the various Type-I systems, including average energy

e�ciency (Sec. 7.1.2), 80% yield energy e�ciency (Sec. 7.1.3), throughput (Sec. 7.1.4),

and reliability metrics (Sec. 7.1.5). The methodology for these experiments was detailed

previously in Sec. 6.1.

7.1.1 Core Con�gurations

The optimization process presented in Chapter 4 is used to optimize two Type-I vary-

ing VF domain designs: one for near-term technology generations, with dark silicon ranging

from 12.5% to 37.5%, and the other for long-term technology generations, with dark silicon

ranging from 50.0% to 75.0%. These two systems, DSA-near andDSA-long are compared

with a conventional, homogeneous system and two other Type-I systems (System A and Sys-

tem B) with core con�gurations chosen ad-hoc, rather than with the optimization process.

The core con�gurations of each system is presented in Table 7.1.

7.1.2 Average Energy E�ciency

Figure 7.1 and Fig. 7.2 show the average energy e�ciency in the near term and long

term, respectively, normalized to the conventional system. Observe that in the near term,

the optimized DSA design consistently out-performs all other schemes across a range of
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Table 7.1: Core con�gurations (Type-I): number of cores designed at each frequency.
System 3.5 GHz 3.25 3.00 2.70 2.20 1.75 1.50 1.30
Conv. 16 0 0 0 0 0 0 0

System A 8 0 0 0 8 0 0 0
System B 4 0 4 0 4 0 4 0
DSA-near 2 1 3 5 3 2 0 0
DSA-long 0 2 4 4 2 3 1 0

workload combinations, even without the bene�t of DVFS (shown as the meshed portion

of the bars). Similar trends are also seen in the long-term results (except in High, where

the other schemes are comparable). Compared to the conventional design, our proposed

schemes o�er11{54% and 12{58% energy e�ciency improvements in the near term and

long term, respectively.

7.1.3 Energy E�ciency (80% Yield)

In addition to an improved average energy e�ciency, our DSA systems show substantial

improvements for the entire workload distribution. In Fig. 7.3 (near term) and Fig. 7.4 (long

term), the 80% yield point for energy e�ciency is shown across all workloads, which is the

minimum energy e�ciency achieved by 80% of all the workloadsin a group. Overall, these

results demonstrate the robustness of the optimization approach in tackling the imminent

dark silicon challenge spanning several upcoming technology generations.

7.1.4 Throughput

In addition to substantial improvements in energy e�ciency , a DSA system has the po-

tential for increased throughput. Our simulations modeleddark silicon as the percentage of

processing cores that remained inactive; however, a con�guration of cores with superior en-

ergy e�ciency can allow a higher number of cores to be active under the same power budget,

trading power savings for increased throughput, similar the the dim silicon approach.

In this case, the number of additional threads that can be simultaneously executed on

a DSA system is proportional to the power savings. This information and the simulated

workload delays of each workload set for each system is used to estimate the normalized
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maximum throughput of each system for each approach, shown in Fig. 7.5. For mixed IPC

workloads, observe that a Type-I DSA system can increase throughput by 59% (near term)

to 69% (long term) over a conventional multicore system while maintaining the same power

consumption.

7.1.5 Reliability

Further, while cooling and reliability are not the focus of this work, a DSA system has

the potential to naturally provide improvements in both of t hese areas. The added use of

more power e�cient cores decreases the peak and average power consumption (Table 7.2).

On the other hand, the utilization-based design technique causes a DSA system to have

an inherently more uniform workload distribution across processing cores (Table 7.3) when

compared to multicores with a similar number of core con�guration types (such as System

B). Together a DSA system can be expected to show improved reliability from thermal and

aging challenges as previous studies demonstrate both better thermal characteristics from

uniform hardware utilization [46] and reduced Negative Bias Temperature Instability aging

from a better thermal pro�le [47].

Overall, optimized Type-I systems show that even simple heterogeneous design, such

as varying VF domains, can provide signi�cant bene�ts by exploiting dark silicon.
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Fig. 7.5: Alternative throughput improvement with Mixed IPCs (Type-I).
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Table 7.2: Normalized peak and average power for Type-I systems (lower is better).
Near Term Long Term

Peak Average Peak Average
Conventional 1 1 1 1

System A 0.807 0.708 1 0.729
System B 0.676 0.584 0.879 0.598

DSA System 0.617 0.539 0.697 0.498

Table 7.3: Standard deviation of core utilization for Type-I systems (lower is better).
System Near Term Long Term

System B 23.2% 23.6%
DSA 10.3% 14.2%

7.2 Results of Optimizing Variable Microarchitecture (Typ e-II) DSA Systems

This section presents the experimental results of optimizing Type-II DSA systems for

speci�c ranges of dark silicon. First, the optimized core architecture con�gurations are

presented (Sec. 7.2.1). Then, the remaining sections compare the various Type-II sys-

tems using the same metrics from Sec. 7.1. The methodology for these experiments was

previously detailed in Sec. 6.2.

7.2.1 Core Con�gurations

The multicore systems are modeled with 16 cores, each chosenfrom the set of previously

generated cores. Therefore, there are
� 16+12 � 1

12

�
= 17; 383; 860 possible multicore con�gu-

rations. As with the Type-I design style, two Type-II DSA systems are designed using

the optimization algorithm in Chapter 4, one for the near-term and one for the long-term

technology generations.

For comparison, these two systems (DSA-near and DSA-long) are compared to a con-

ventional, homogeneous system and three additional Type-II systems with con�gurations

chosen ad-hoc rather than with the optimization algorithm. The conventional system is

composed entirely of the highest performing general purpose core. The core con�gurations

of each of these systems is provided in Table 7.4.
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Table 7.4: Core con�gurations (Type-II): number of cores of each architecture.
System Type #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12
Conv. 0 0 0 0 16 0 0 0 0 0 0 0

System A 0 8 0 0 8 0 0 0 0 0 0 0
System B 4 4 0 0 4 0 0 0 0 0 4 0
System C 0 2 2 2 2 2 0 2 2 0 0 2
DSA-near 0 4 0 0 0 10 0 0 0 0 0 2
DSA-long 0 3 0 0 0 7 1 0 0 0 1 4

7.2.2 Energy E�ciency

As with the Type-I systems, both the average energy e�ciency and the 80% energy

e�ciency yield point of all Type-II simulations are present ed in Fig. 7.6 and Fig. 7.7,

respectively. As expected, the results show that with higher levels of dark silicon (long

term), the system can achieve higher e�ciency because of theincreased exibility in choosing

which cores to activate for a given workload.

This data also con�rms the importance of designing for a speci�c range of expected dark

silicon. Note how the system optimized for the lower dark silicon levels (DSA-near) achieves

highest e�ciency for the near term (lighter bars), while the system optimized for the higher

levels of dark silicon (DSA-long) achieves the highest e�ciency for the long term (darker

bars). Overall, optimized Type-II DSA designs promise5.7{5.8 � improvement in energy

e�ciency over a conventional multicore system for near-term and long-term technology

generations, respectively.

7.2.3 Throughput and Reliability

The throughput of Type-II systems can be signi�cantly increased by allowing the sys-

tems to trade power savings for a larger active portion of silicon. Figure 7.8 shoes how an

optimized Type-II DSA system has the potential of 4.6{4.7 � higher throughput than the

conventional multicore system.

Similarly to the Type-I systems, the optimized Type-II DSA systems naturally improve

circuit reliability by reducing peak and average power consumption (Table 7.5) and by more

uniformly utilizing chip area (Table 7.6).
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Table 7.5: Normalized peak and average power for Type-II systems (lower is better).
Near Term Long Term

Peak Average Peak Average
Conventional 1 1 1 1

System A 0.520 0.520 0.281 0.281
System B 0.450 0.322 0.288 0.225
System C 0.298 0.291 0.220 0.206

DSA System 0.207 0.188 0.226 0.186

Table 7.6: Standard deviation of core utilization for Type-II systems (lower is better).
System Near Term Long Term

System B 30.7% 38.2%
DSA 12.3% 19.9%
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Overall, the results of optimized Type-II DSA systems show how microarchitecture

heterogeneity can provide substantial improvements through dark silicon exploitation.

7.3 Results of Sustaining Voltage Upscaling Di�erentially Reliable (Type-III)

DSA Systems

This section presents the results of the experimental analysis of sustaining Type-III

systems throughout the lifetime of the chip. The core con�gurations (Sec. 7.3.1) and

simulated results (Sec. 7.3.2) are provided to compare the various proposed mapping policies

within the Sustainability Control System. Refer to Sec. 6.3 for the methodology used to

obtaining these results.

7.3.1 Hardware Con�gurations

Three Type-III systems (A, B, and C) are simulated and compared them with a conven-

tional, error-intolerant homogeneous system (H) that employs round-robin mapping. (See

Table 7.7.)

7.3.2 Lifetime Average Energy E�ciency

Energy e�ciency is measured as the inverse ofEnergy � Delay � (� = 2), averaged over

the 10-year system lifetime. Values are normalized to the homogeneous system (H). Figure

7.9 compares the various mapping policies on each Type-III system at various dark silicon

levels. System A, which had the most diverse reliability pro�le, consistently achieved a

higher e�ciency than the other systems.

The sustainability-controlled and sustainability-aware mapping techniques results in

signi�cantly higher e�ciency than the sustainability-obl ivious and race-to-idle techniques.

This observation is especially true for the larger, more severe dark silicon constraints. Both

SO and RI mapping fail to sustain an equal advantage because they disregard the sustain-

ability mapping objective for immediate power-performance and MTTF bene�ts, respec-

tively.
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Table 7.7: Core con�gurations (Type-III): supply voltages of each core.
System A System B System C System H

Core 1 1.00 V 1.00 V 1.00 V 1.00 V
Core 2 1.00 V 1.00 V 1.00 V 1.00 V
Core 3 0.98 V 1.00 V 1.00 V 1.00 V
Core 4 0.98 V 1.00 V 1.00 V 1.00 V
Core 5 0.96 V 0.96 V 1.00 V 1.00 V
Core 6 0.96 V 0.96 V 1.00 V 1.00 V
Core 7 0.94 V 0.96 V 1.00 V 1.00 V
Core 8 0.94 V 0.96 V 1.00 V 1.00 V
Core 9 0.92 V 0.92 V 0.92 V 1.00 V
Core 10 0.92 V 0.92 V 0.92 V 1.00 V
Core 11 0.90 V 0.92 V 0.92 V 1.00 V
Core 12 0.90 V 0.92 V 0.92 V 1.00 V
Core 13 0.88 V 0.88 V 0.92 V 1.00 V
Core 14 0.88 V 0.88 V 0.92 V 1.00 V
Core 15 0.86 V 0.88 V 0.92 V 1.00 V
Core 16 0.86 V 0.88 V 0.92 V 1.00 V

As a result, while SO mapping initially achieved the best tape-out energy e�ciency,

its bene�t decreased more severely over time. Over 10 years of SO mapping, System A

maintains only 40.1-65.5% of its original improvement for alifetime advantage of 10.8-12.9%.

On the other hand, SC mapping, which rigidly employs the proposed SCS, proactively

sustains 61.4-73.3% of its initial, tape-out bene�t for a lifetime average advantage of 14.3-

15.7%.

SA mapping out-performs SC mapping on System A because rigidly sustaining the more

diverse reliability pro�le can create strict mapping restr ictions. Therefore, the occasional

sustainability exceptions provided by SA mapping improve the e�ciency by relaxing these

constraints. With SA mapping, System A sustains 65.5-73.8%of its original advantage for

a lifetime advantage of 14.4-16.3% .

To conclude this chapter, the results of sustaining Type-IVDSA systems are provided

next (Sec. 7.4).
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Fig. 7.9: Mapping policy comparison for Type-III systems at each dark silicon level (higher
is better).
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7.4 Results of Sustaining Instruction Replay Di�erentiall y Reliable (Type-IV)

DSA Systems

This section presents the experimental analysis of sustaining Type-IV systems through-

out the lifetime of the chip. As opposed to Type-III systems,Type-IV systems are initially

homogeneous. This experiment serves to show how the method of sustaining DSA systems

can be modi�ed to mold and exploit heterogeneous design withdark silicon as the circuits

age, even in an originally homogeneous system.

The core con�gurations (Sec. 7.4.1) and comparative results of the mapping policies

(Sec. 7.4.2) are provided. Refer back to Sec. 6.4 for the experimental methodology.

7.4.1 Hardware Con�gurations

Three IR-DR systems (A, B, and C) are simulated and compared with a conventional

system which employs round-robin core assignments and doesnot allow error tolerance.

Table 7.8 presents the relative target reliability levels of these systems.

7.4.2 Lifetime Average Energy E�ciency

Figure 7.10 presents the average energy e�ciency of the Type-IV systems over time at

various levels of dark silicon. Results are normalized to the uniformly reliable Zero-Error

(ZE) RAZOR system. As the systems age, they are able to mask a increasing portion of

errors as the DR pro�le expands according to the target errorrates.

Table 7.8: Core con�gurations (Type-IV): assigned relative core target error rates.
System A System B System C System ZE

Cores 1 & 2 0.01% errors 0.01% errors 0.01% errors 0.00% errors
Cores 3 & 4 0.02% 0.01% 0.01% 0.00%
Cores 5 & 6 0.10% 0.10% 0.01% 0.00%
Cores 7 & 8 0.20% 0.10% 0.01% 0.00%
Cores 9 & 10 1.00% 1.00% 1.00% 0.00%
Cores 11 & 12 2.00% 1.00% 1.00% 0.00%
Cores 13 & 14 4.00% 4.00% 1.00% 0.00%
Cores 15 & 16 8.00% 4.00% 1.00% 0.00%
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Fig. 7.10: Mapping policy comparison for Type-IV systems ateach dark silicon level (higher
is better).
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RI mapping receives an advantage from this error-tolerance, however it under performs

because it attempts to maintain the homogeneity to balance MTTFs, making it unable to

e�ciently exploit the dark silicon. Surprisingly, SO mappi ng does signi�cantly well because

these systems are initially homogeneous and the natural asymmetric aging happens to create

a desirable di�erential pro�le. In fact, SC mapping actuall y becomes very restrictive against

this natural asymmetry as it decreases mapping exibility.

However, when the aging guidelines of SC mapping are allowedthe exceptions of SA

mapping, the system achieves superior energy e�ciency, showing the e�ectiveness of DR

sustainability control, even in an originally homogeneoussystem. Using SA mapping, Sys-

tem D is on average26.1{31.0% more e�cient than the conventional Zero Error system

over a 10-year lifetime.
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Chapter 8

Conclusion

Over the past several decades, microprocessor manufacturers have diligently striven to

follow Moore's law and provide faster, more power e�cient chips at each technology node.

It appears, however, as if Moore's law is being threatened onseveral levels, including the

emergence of dark silicon. As power constraints limit area usage, heterogeneous multicore

designs appear as a promising response, turning a negative into a positive. When inactive

components are viewed as extra components, a heterogeneousmulticore system can improve

e�ciency by dynamically utilizing specialized hardware wi th an unprecedented degree of

freedom.

Such Dark Silicon-Aware designs face many obstacles, however, including new design

criteria, signi�cantly asymmetric aging, and dynamically uctuating resource conicts. This

work presents an encompassing approach to design, optimize, and sustain Dark Silicon-

Aware multicore systems in a way that maximizes dark siliconexploitation. Speci�cally, a

new design metric is proposed to optimize progressive multicore designs in the dark silicon

era and a mapping-based control system is designed to sustain these bene�ts in the face of

rapid transistor aging.

Overall, the contributions of this work show that proper design can proactively regain

lost scaling bene�ts. Perhaps more importantly, the presented principles can be readily

adapted and applied to generalized heterogeneous design, providing similar and perhaps

more substantial bene�ts with in�nitely many other design t echniques.
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